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ABSTRACT  
The healthcare industry in Singapore has always been keen on gathering insights on patients and their no-show appointments at their 

clinics. Hospitals are adopting a multi-pronged approach in reducing no-show appointments by improving the efficiency of appointment 

system and enabling patients to make changes of appointments more easily. The number of no-show appointments has an impact on the 

operational costs and clinic utilization. It also presents an opportunity cost for another patient who is unable to make use of the no-show 

appointment slot to get a consultation from a doctor or an allied health professional. In this study, we aim to identify significant factors that 

affect no-show appointments in a hospital. Taking references from past literature review, we will select and derive relevant variables to be 

used for modelling a possible solution for the problem being studied. We will develop models to predict the probability of no-shows for a 

hospital using both patient information and individual clinical appointment attendance records. We will then compare the different models 

and assess the results.  

Based on our findings, we will end the report with set of implications and results for a hospital.  

1.0 INTRODUCTION  
With regards to the state of mental health disorders in children, there has been an increase of cases from 533 in 1980 to 3051 in 2010. A 

medical study (Woo, et al, 2007) has shown that one in eight children in Singapore has emotional disorders, and one in 20 has behavioural 

disorders, only 10% ever see a psychiatrist. Thus, it places an emphasis in understanding no-show appointments. Appointments are made 

for a reason. When patients default on their appointments, they miss the opportunity for a medical consultation and thus, place their health 

status at risk. 

No-show appointment is defined as when a patient does not attend for a scheduled clinic appointment or cancels with such minimal lead 

time that the slot cannot be filled (Huang & Hanauer, 2014). The impact of no-show appointments includes disruption of efficient operations 

of the clinics, provider productivity, decreased access to care and depriving other patients of the opportunity to see a medical professional 

during no-show appointments. 

1.1 PROJECT BACKGROUND 
Hospital X is a pioneer tertiary hospital that provides a comprehensive range of medical and rehabilitative services for children, 

adolescents, adults and the elderly. Patients are usually referred to Hospital X by other medical institutions or they booked an appointment 

directly. Patients can be categorised according to their appointments with a doctor, an allied health professional or even both.  

 

Figure 1: Flow Chart of Visit types 
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As seen in Figure 1, a patient’s first appointment begins with a diagnosis by a doctor and subsequent appointments are made according to 

the patient’s mental health status. If a patient does not have any appointment for a year, any subsequent appointment will have to be 

diagnosed by a doctor again (FV). 

Our project sponsor is a medical consultant working for Hospital X. He specialises in tending to younger patients from the age of 18 years 

old and below. He hopes to tap into the under-utilised administrative data that is collected by the hospital daily. 

According to our project sponsor, Hospital X experiences high no-show appointments rate of about 21% for first visits and 19% for review 

visits. Our project sponsor is keen on improving the access to care as missed appointments lead to longer appointment lead times, idle 

time and an overall reduced quality of care. 

This paper seeks to explore the no-show patterns of the patients’ appointments in Hospital X from 2015 to 2016. 

1.2 PROJECT MOTIVATION 
The project offers a unique opportunity to explore an unfamiliar domain (healthcare sector). We can learn much from our project sponsor as 

he is a champion for data analytics and has considerable experience. 

People’s behaviour, even when they follow expectations, is often varied and unique, and there is always a possibility of observing 

unexpected behaviours in the data. While we start off seeking to find patterns in no-show appointments, there is no telling what our analysis 

of the data may uncover about the situation and the problem, and that makes the project interesting. 

It is very encouraging that our work has the potential to impact people’s lives. The sponsor’s concern for the community which he works in 

is motivating as well. That has led him to do more for the hospital, even beyond his normal duties, inspires us to study the data and see if 

we can find anything that could help the hospital to improve its processes.  

1.3 OBJECTIVES 
The objectives of the project would be of the following: 

1. Business objective: To identify factors that relate to no-show appointments and predict patients’ attendance rate in order to 

improve Hospital X’s scheduling of appointments and utilisation of appointment slots. 

2. Technical objective: To use data analytics tools and statistical methods to study the data and obtain insights that would facilitate 

the business objective. 

• To understand the data domains 

• To understand the workflow of scheduling a patient’s consultation process 

• To identify the contributing factors that lead patients to defaulting appointments 

• To create a predictive model 

1.4 PAPER OUTLINE 
The rest of the paper is organized as follows. Section 2.0 reviews past literature papers that are related to our study. Section 3.0 elaborates 

our methodology as well as analytical methods. Section 4.0 showcases our exploratory data analysis as well as model results. Section 5.0 

discusses the results, limitations and future implications to Hospital X. Section 6.0 will summarize our findings and offer future directions. 
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2.0 LITERATURE REVIEW 
Ma, Seemanta, Wu and Ng (2014)  developed logistic regression and recursive partitioning models, using SAP records to predict patients’ 

no-show probabilities for each of the three clinics. The study included external information such as financial debt and reminder responses 

as predictor variables for no-show probability of patients. The results showed that there were some variations in the main predictor 

variables for no-show appointments among the three clinics. 

Allaeddini, Yang, Reddy, Yu (2011) developed a hybrid probabilistic model that combines logistic regression as a population-based 

approach along with Bayesian inference as an individual-based approach for the no-show prediction model. The model included the effect 

of appointment characteristics such as number of previous appointments, appointment types and lead times in the next scheduled 

appointment. The study also highlighted that there are other types of disruption such as cancellation of appointments and patient lateness 

that may have an impact on the performance of the scheduling system.  

Huang and Hanauer (2014) developed an evidence-based predictive model for no-show appointments and to improve overbooking 

approaches in outpatient settings to reduce the negative impact of no-shows. Factors like distance to the clinic, appointment 

characteristics, general demographic information and insurance information have been considered. One unique variable that this study has 

taken into account is the number of people in the household of the patient.  

William, M.S.W and BCD (2001) provided explanations to deepen practitioners’ understanding and management of no-show appointments. 

The study showed that no-show behaviour is positively correlated with lower income, lower socioeconomic status and lower age. Patients 

with more serious psychological difficulties are particularly taxed by long waiting times. 

Michael et al. (2016) described patterns of no-show variation by patient age, gender, appointment age, and type of appointment request, 

using eight years’ worth of individual-level records. A multifactor analysis of variance (ANOVA) was performed characterize no-show and 

attendance rates and the impact of certain patient factors. One of the findings showed that the longer a patient has to wait for an 

appointment to be scheduled, the less likely is the patient to keep the first appointment. 

A key distinction between our project and the literature review is that our project’s appointments can be further broken down into 

consultation with a doctor or an allied health professional. The reference [Ma, Seemanta, Wu and Ng, 2014] is especially relevant and 

similar to this project as the study was also conducted on outpatient clinics for a public hospital in Singapore. 

While most references shared the general consensus that no-show patient appointments are defined as patients who neither kept nor 

cancelled scheduled appointments, Huang and Hanauer (2014) brought up an interesting point that a cancelled appointment should be 

considered as no-show if it was cancelled with minimal lead time that the appointment slot cannot be filled. These findings are useful as a 

starting base to give us an idea of what is essential for the analysis as well as adding on to what other research studies had done. For 

example, the given dataset was lacking of some variables such as appointment age as seen in some of the secondary data. We can 

explore the data to determine if we could derive it instead. At the same time, only Huang and Hanauer (2014) accounted for the distance 

between the outpatient clinics and the patients’ residence as being a potential factor for no-show appointment. We can compute this 

variable and include it for our own analysis.  
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3.0 METHODOLOGY 

 
Figure 2: Flow Diagram of Modeling Process 

The above figure illustrates the modeling process used for our analysis. After studying past literature papers, we proceeded to clean the 

data and prepared the data according to the analytical sandboxes. We have also conducted exploratory data analysis to allow us to 

understand more about the factors that may relate to no-show appointments. During this process, we went back to the data cleaning and 

preparation stage several times as we gained more insights on the variables as well as the more appropriate way to prepare some 

variables for the models. Once the models ran, we evaluated and assessed the performance of the models with several statistics such as 

Whole Model Test, Fit Statistics, Receiver Operating Characteristic (ROC) curve. 

3.1 DATA PROVIDED 
Our project sponsor has provided us with the data of the Children and Adolescents department’s 77,205 outpatient records with a year of 

data (2015 - 2016). These records are processed by the hospital staff working on the front desk. Although our project sponsor has 

preliminarily cleaned the data, additional data preparation work is required to allow us to focus on the key objectives and provide 

meaningful analysis. For example, the data includes irrelevant records of patients who were involved in a research study with medical 

researchers, conducted through phone. 

3.2 DATA CLEANING AND DATA PREPARATION 

3.2.1 Missing Data 

 
Figure 3: Missing data 

Among the variables with missing data, we have identified Race, Visit Number and Nationality as variables that are possible to fill the 

missing data. We are unable to fill in the missing data for Visit Date. 
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Figure 4: Missing data pattern 

Using the missing data pattern in JMP Pro, Race, Visit Number and Nationality shared the same number of missing values (2205 records). 

Given that each row of data is imputed whenever a patient has an appointment with Hospital X, it is possible to cross reference all records 

of a patient (using X_9) to find a record that is completely filled in and then fill in the rest of the missing values for the same patient. 

With reference to an example, V9_1000, the missing values under Race and Nationality can be filled. However, it is not possible to fill in for 

the Visit Number as the column is ordinal and accumulative for each visit to Hospital X. Visit Date is cross checked with Plan IND. As it 

turns out, patient V9_1000 had cancelled the appointment. Thus, the missing value for Visit Number is valid as the patient did not attend 

the appointment. This goes the same for 2204 rows that had the missing data. 

3.2.2 Duplications 

For ATTN PHY, we used the recode function to rectify any duplication of names as the names could be in both lower and upper case. 

3.2.3 Rectifying Discrepancies 

There are some inconsistency in the gender and nationality of the patient records. Some patients are recorded as male and female for each 

appointment visits. We have rectified such discrepancies. 

3.2.4 Extraction of dates 

We have extracted the day and month from the appointment dates in order to analyse when the appointments are booked the most and 

has the highest no-show rate. 

3.2.5 Variables Binned 

With approval from the project sponsor, any patient whose age is above 25 years are excluded from the analysis as the project focuses on 

studying no-show appointments for child and adolescents and the number is shown to be insignificant (43 records). Age and Visit Time are 

binned accordingly. 

3.2.6 Variables and Dimension reduction 

There are 25 Reference Types from which a patient can be referred to Hospital X for an appointment. We consolidate some of the 

categories together as the numbers are insignificant such as combining private practitioner and private hospital into private institution. 

There are only 10 Reference Types as seen in Figure 4. 
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Figure 5:  Consolidating Reference Types 

 

Figure 6: Distribution of Race 

There are 7 race categories; M (Malay), C (Chinese), I (Indian), E (Eurasian), S (Sikh), O (Others), and N (None). We decided to combine 

N and O together as others could also include no race as well. 

For Clinic ID, only patients who have visited either Clinic A or Clinic B are retained as the other locations are irrelevant to the project and 

the number is insignificant (16 records). 
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Figure 7: Distribution of Clinic ID 

There are 7 categories for Visit Type. FV and RV refer to patients having an appointment with a doctor for first visit or reviewed visit 

respectively. AF and AR refer to patients having an appointment with an allied health professional for first visit or reviewed visit 

respectively. RW refers to patients visiting the clinic without arranging any appointment while XP refers to non-patients. TT includes 

patients involved in research study with researchers through the phone and also patients that visit the clinic to collect their prescriptions.  

 

Figure 8: Distribution of Visit Type 

As the focus of this project is on understanding patients’ no show appointments, RW, XP and TT will be excluded from further analysis. 
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For ATTN PHY, there are 158 names that are attached to each patient record. Some of the names include generic names such as ‘CGC 

Trainee MO1’ and ‘Medical Officer 3’. We filtered these generic names into a separate table to study if patients attached to a generic name 

have a higher no show rate than a real person name. 

 

 

Chart 1: No-Show Rate for Generic Names 

Based on the above table, there are high no-show rates for ATTN PHY with generic names. However, we have clarified with the project 

sponsor that the patients do not know the ATTN PHY names beforehand and thus the generic names do not affect patients’ no show rate. 

These generic names are assigned by the staff whenever a patient does not show up or if the visit type is of a research study. 

Therefore, we decided to exclude staff that attended to less than 100 patients in total and also any categories that do not specify any staff 

e.g. CGC Trainee MOCB or Girls’ Home. 

3.2.7 New Variables Derived 

As mentioned earlier, the given data does not have some variables, such as appointment age, that were highlighted by other research 

studies. Using Visit Date, we are able to compute the appointment lead time between a patient’s previous scheduled appointment and the 

next scheduled appointment. In addition, Clinic Switch is derived to study if there is any impact on the no-show rate of patients whose 

appointments are switched between the two clinics. There are 12,425 records of patients who have attended both clinics at least once. 

After the data preparation process, we retained about 82% of the original data with 63,511 records left. 

3.3 GEOSPATIAL DATA PREPARATION 
With two different clinics situated at different parts of Singapore, we realized that there are potential insights that could be gained by 

heading towards the geospatial direction. It adds an additional factor that considers the distance of a patient’s residence from the location 

of the clinic into the analysis. Maps also make it easier for us to recognize patterns that were previously buried in rows and columns.  

As the data only contains the postal districts and postal codes of the patients, we need to derive the longitude and latitude points of each 

postal code. Other issues that arise were some patients have multiple postal codes as they have changed their residence over time and 

there were 2,503 records showing invalid postal district (denoted by 99).  
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Chart 2:  Distribution for Postal District 

We cross-referenced patient records and managed to reduce the number of records showing invalid postal district to 216 records. We also 

updated the records to ensure that each patient will only have one postal code and postal district. With the advice of our project supervisor, 

we used Tableau 10 to generate the longitude and latitude points.  

With the longitude and latitude points, we can also derive the distances of patient’s residence to each clinic. Firstly, we need to convert the 

coordinates from World Geodetic System, WGS 84 to Singapore Coordinate System, SVY21 before using the below formula to compute 

the distances. 

 

Figure 9: Formulation of Distance from Clinic 

With this data preparation, we have a new variable, distance from clinic to be inputed into our models. 

3.4 ANALYTICAL SANDBOXES 
For modelling, we can either analyze the data of individual records as an isolated episode or analyze the data combined across the patients 

(grouped data by patient analysis). According to Cohen, Sanborn and Shiffrin (2008), grouping can distort the form of data, and different 

individuals might perform the task using different processes and parameters. However, they have shown that there are occasions where 

grouped analysis outperforms individual analysis. To test this literature review, we will use two sandboxes; one for analyzing each 

individual records and another for analyzing records grouped by patients.  
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The sandbox for analyzing each individual record can then be segregated further into appointments to see a doctor and appointments to 

see an allied health professional. The reason being is that the response variable for allied health professionals has an additional category 

‘cancelled appointments’. Thus, we have prepared the following for our subsequent models: 

1. Per episode for doctors (0-Attended, 1-No-Show): Logistic regression and decision tree 

2. Per episode for allied health professionals (0-Attended, 1-Cancelled, 2-No-Show): Multinomial regression and decision tree 

3. Per patients (0-Attended, 1-Cancelled, 2-No-Show): Multiple linear regression  

3.5 LOGISTIC REGRESSION MODEL 
As the dependent variable, Plan IND is nominal (contains multiple categorical classes), logistic regression is selected as an appropriate 

modeling technique to be used.  Logistic regression deals with categorical response variable by using a logarithmic transformation on the 

response variable which allows us to model a nonlinear association in a linear way. It is important to note that logistic regressions work with 

odds rather than proportion. The odds are simply the ratio of the proportions for the two possible outcomes. If y is the proportion for one 

outcome, then 1 – y is the proportion for the second outcome. 

3.5.1 Dealing with Multicollinearity 

As most of the data are categorical variables, we ran chi-square tests to evaluate the relationship of each variable and the dependent 

variable, Plan IND. This is important as logistic regression is sensitive to extremely high correlation among independent variables, which 

would give rise to a large standard error parameter estimates. A p-value ≤ 0.05 (as seen in Figure 10) shows that the independent variable 

is statistically different from the dependent variable. The chi-square tests have shown that there is at least a statistically significant 

relationship between each variable and the dependent variable (Refer to Appendix 1.0 for chi-square tests of the various independent 

variables). 

 

Figure 10: Example of a Chi-Square Test for Plan IND by Appointment Age 

 3.5.2 Dealing with Complete or Complete-quasi separation 

When running logistic regression, we may run into a problem of a complete separation or quasi-complete separation. It occurs when a 

predictor variable is able to predict the response variable perfectly. E.g. Observations with Y= 0 when all values of A1<=2 and observations 

with Y=1 when A2 have values>2. In such cases, Y separates A completely and there is no need for estimating a model as the maximum 

likelihood estimate for A1 or A2 does not exist. Thus, we need to make sure that the outcome variable is not a dichotomous version of a 

variable in the model. 
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3.6 DECISION TREE MODEL (RECURSIVE PARITIONINING) 
Decision tree modelling is a multiple variable analysis that predicts future observations based on a set of decision rules that recursively 

splits independent variables into homogeneous zones. It provides unique capabilities to supplement and complement the logistic 

regression. Unlike logistic regression, decision tree is able to handle incomplete data and does not require any statistical assumptions 

concerning the data. This is prevalent in the project as some of the patients’ postal codes are missing or invalid to compute any distance 

from the clinic. 

4.0 ANALYSIS 

4.0.1 Age Group 

 
Chart 3: No-Show Rate for Age Group 

No-show rate is calculated as a percentage of number of no-shows over the total number of patients that fall in a particular category. 

According to Michael et al (2016), no-show rate generally decreases as age group increases. Based on the above chart, the overall 

average no-show rate decreases with age group until the age of 15-20 when there is an increase before dropping down again. The highest 

no-show rate is the age group of 0-5.  

4.0.2 Visit Type 

 

 
Chart 4: No-Show Rate for Visit Type 
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From the Visit Type chart, it can be observed that the first visits to doctors and allied health professionals have higher no-show rates than 

reviewed visits. There is no cancellation rate for FV and RV as the staff, operating under the doctors, combined the cancelled appointments 

and no-show appointments as no-show appointments. 

4.0.3 AF and AR by Time of Day 

 

 
Chart 5: Distribution of PLAN_IND for AF & AR Throughout The Day 

There are more reviewed visits scheduled as compared to first visits to allied health professionals. Patients have a stronger preference for 

reviewed visits in the late afternoon as evident by the number of number of appointment scheduled and the high attendance. 

4.0.4 FV and RV by Time of Day 

 
Chart 6: Distribution of PLAN_IND for FV & RV Throughout The Day 
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Similarly, there are more reviewed visits to doctors as compared to first visits to doctors. Patients have a stronger preference for reviewed 

visits in the late afternoon as evident by the number of number of appointment scheduled and the high attendance. 

This analysis can be strengthened further if we are able to crosscheck the doctors and allied health professionals’ work schedules.  

4.0.5 Appointment Age 

 

 
Chart 7: No-Show Rate for Appointment Age 

The no-show rate for males with respect to appointment age was lower than females. According to Michael et al (2016), past research has 

shown that no-show rate will increase as appointment age increases. The above chart does not reflect it as the no-show rate varies as 

appointment age increases. One explanation for this nonconformity could be due to the one year dataset. More data is needed for this 

analysis to be effective. 

4.0.6 Postal District 

 
Chart 8: Postal District by Clinic Location 

The postal district showed that the main bulk of the patients, in the dataset, resided in District 19. District 19 consists of general location 

around Serangoon Garden, Hougang and Punggol. Clinic B has a significant number of patients from District 19 due to the close proximity 
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of its location. The below chart depicts the distribution of patients living in each postal district around Singapore. The most densed district 

(highlighted in red) is District 19. 

 

Figure 11: Distribution of Patients in Each Postal District 

 

Figure 12: Distribution of Patients around Singapore 

In order to understand the distribution of patients by the clinic locations, we grouped the postal districts into the districts that the clinics are 

located in, the next immediate districts and other districts. As seen in Figure 12, Clinic A is located in district 3 (highlighted in blue) while 

clinic B is located in district 19 (highlighted in red). Districts 1, 2, 4, 5, 6, 9, 10, 13, 18, 20 and 28 (highlighted in green) are the immediate 

neighbours around the respective clinic’s district. The other districts, which are considered further apart from either of the clinic locations, 

are highlighted in purple. Figure 12 depicts a high density of patients living in Clinic B’s district, which explained the large portion of patients 

from District 19 (as seen in chart 8) having appointments in Clinic B. 
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4.0.7 Distance from Clinic 

 

Chart 9: No-Show Rate for Distance from Clinic (KM) 

The above chart shows that as the no-show rate increases with an increase in the distance from the clinic, with the exception of the 

distance of 20km to 25km where there is dip in no-show rate. This may be attributed to 981 transaction records whose postal code is 

unavailable or invalid and thus is not part of this analysis. The no-show rate of the unaccounted records is 25.68%. 

4.0.8 Clinic Switch 

 

Chart 10: Number of Clinic Switch 

The number of patients whose appointments are switched between the two clinics is almost evenly distributed. One explanation could be 

that the appointments are being scheduled according to the doctors and psychologists’ clinic schedules (who may move between the two 

clinics) instead of the patients’ clinic preference. The chart below showed that patients who were switched to clinic B have a higher no-show 

rate than clinic A. 
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Chart 11: No-Show Rate for Number of Clinic Switch 

4.1 EVALUATION OF LOGISTIC REGRESSION MODEL 

4.1.1 Per episode for Doctors 

 

Figure 13: Whole Model Test for Logistic Regression Model (Doctors) 

The whole model test is testing: 

𝐻0: The logistic model is NOT useful 

𝐻1: The logistic model is useful 

Decision: Reject 𝐻1 if the 𝑝 value is NOT significant 

Since the above results showed that 𝑝 value <.0.001, there is sufficient statistical evidence to reject the null hypothesis. The logistic model 

is useful to explain the odds of no-show patient appointments. In other words, the overall model is significant at the 0.001 level according to 

the Model chi-square statistic. 

	
  

Figure 14: Lack of Fit Test for the logistic regression model (Doctors) 
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The lack of fit test is used to evaluate if our model is adequate in explaining the odds of no-show patient appointments. The lack of fit test is 

testing the hypothesis of the following: 

𝐻0: The logistic model is adequate 

𝐻1: The logistic model is inadequate, i.e. there is lack of fit 

Decision: Reject 𝐻1 if the 𝑝 value is large and NOT significant 

The above figure shows that lack of fit chi-square is insignificant (Prob>Chisq = 1.0000) and supports the conclusion that there is little to be 

gained by introducing additional variables. 

 

Figure 15: LRT for Logistic Regression Model (Doctors) 

While SAS JMP Pro provides the parameter estimates based on the Wald’s test, we used the likelihood-ratio tests (LRT) to assess the 

individual parameters. LRT are more reliable than Wald’s test as it is computed iteratively. In this case, not all predictors are significant. 

Age, Neighbour, Distance from Clinic are insignificant while Race, Clinic Id, Patient Class, Month, Reference Type and Appointment Age 

have p-value<0.0001. The parameter estimates report gives more detailed information on which category is significant within each predictor 

variable (Refer to Appendix 2.0 for parameter estimates report). 

 

Figure 16: ROC Curve for Logistic Regression Model (Doctors) 
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The ROC curve, which is a plot of sensitivity by (1-specificity) for each value of x, indicates low distinguish ability (not a very good model yet 

the model can be used). 

 

Figure 17: Confusion Matrix for Logistic Regression Model (Doctors) 

True Negatives (Actual 0, Predict 0) False Positives (Actual 0, Predict 1) 

16,285 10 

False Negatives (Actual 1, Predict 0) True Positives (Actual 1 Predict 1) 

3,406 14 

Table 1: Contingency Table for Logistic Regression Model (Doctors) 

In order to assess the overall performance of the model, we look into the misclassification rate, which can be calculated by the following: 

Misclassification rate = 𝐹𝑎𝑙𝑠𝑒  𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒  𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 ÷ 𝑇𝑜𝑡𝑎𝑙 = 17.33% 

Therefore, the model predicts 82.67% of the patient appointments attendance correctly. However, the model is only able to predict 0.41% 

of the no-show appointments. 

Since the data has a large proportion of appointments that was attended as compared to no-show appointments, it would not be right for 

the model to calculate the cut-off rate to be 0.5. Thus, we need to impute a new cut-off rate to gauge the probability of no-show 

appointments better. 

	
  

Figure 18: Formulation for Cut-off rate (15%) 

	
  

Figure 19: Contingency Table (15%) for Logistic Regression Model (Doctors) 
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True Negatives (Actual 0, Predict 0) False Positives (Actual 0, Predict 1) 

7,709 8,585 

False Negatives (Actual 1, Predict 0) True Positives (Actual 1 Predict 1) 

995 2,425 

Table 2: Contingency Table (15%) for Logistic Regression Model (Doctors) 

The misclassification rate for 15% cut-off rate is 48.59%. Therefore, the model predicts 50.72% of the patient appointments attendance 

correctly. Based on true positives, the model is now able to predict 70.12% of the no-show patient appointments attendance correctly. In 

order to decide on the optimal cut-off rate, we repeated the computation of true positives for cut-off rate of 10%, 16%, 17%, 18%, 19%, 

20%. 

Summary of the various cut-off rate 

Cutoff (%) No-show Prediction (%) Model Prediction (%) 

10 95.56 25.99 

15 70.12 50.72 

16 64.44 56.06 

17 58.13 60.13 

18 52.54 63.72 

19 47.63 63.72 

20 42.40 69.00 

Table 3: Summary of The Various Cut-off Rate for Logistic Regression Model (Doctors) 

4.1.2 Per episode for Allied Health Professionals 

A similar logistic regression model for allied health professionals was conducted with the Plan IND having three categories (Attended, 

Cancelled, No-show). A summary of the various cut-off rate is shown below. (Refer to Appendix 3.0 for the complete evaluation of logistic 

regression model for allied health professionals) 

Summary of the various cut-off rate 

Cutoff (%) No-show Prediction (%) Model Prediction (%) 

10 99.21 18.84 

15 72.10 45.14 

16 64.18 51.14 

17 56.78 56.16 

18 50.79 60.00 

19 44.52 63.32 
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20 39.27 65.80 

Table 4: Summary of the Various Cut-off Rates for Logistic Regression Model (Allied Health Professionals) 

4.2 EVALUATION OF DECISION TREE MODEL 

4.2.1 Per episode for Doctors 

 

Figure 20: ROC Curve for Decision Tree Model (Doctors) 

The ROC curve for the decision tree model indicates a low distinguish ability (not a very good model, yet the model can be used) in 

identifying no-show appointments from the model. The decision tree model has an almost similar distinguishing power to that of the logistic 

regression for doctors. 

 

Figure 21: Fit Details & Confusion Matrix for Decision Tree Model (Doctors) 

The misclassification rate for the decision tree is 17.56. Therefore, the model predicts 82.44% of the patient appointments attendance 

correctly. Based on the true positives, the decision tree model predicts 0% of the no-show appointments. Similarly to the logistic regression, 

it would not be right for the model to calculate the cut-off rate at 0.5. Thus, we need to impute a new cut-off rate to gauge the probability of 

no-show appointments better. 
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Figure 22: Contingency Table (15%) for Decision Tree Model (Doctors) 

True Negatives (Actual 0, Predict 0) False Positives (Actual 0, Predict 1) 

8,634 7,925 

False Negatives (Actual 1, Predict 0) True Positives (Actual 1 Predict 1) 

1,143 2,384 

Table 5: Contingency Table (15%) for Decision Tree Model (Doctors) 

The misclassification rate for 15% cut-off rate is 45.15%. Therefore, the model predicts 54.85% of the patient appointments attendance 

correctly. Based on true positives, the model is now able to predict 67.59% of the no-show patient appointments attendance correctly. In 

order to decide on the optimal cut-off rate, we repeated the computation of true positives for cut-off rate of 10%, 16%, 17%, 18%, 19%, 

20%. 

Summary of the various cut-off rate 

Cutoff (%) No-show Prediction (%) Model Prediction (%) 

10 90.87 32.97 

15 67.59 54.85 

16 67.59 54.85 

17 67.59 54.85 

18 67.59 54.85 

19 56.33 61.84 

20 42.40 69.00 

Table 6: Summary of the Various Cut-off rates for Decision Tree Model (Doctors) 

The optimal cut-off rate for the logistic regression model (doctors) is 19%. Under the decision tree model, the significant variables are Race, 

Clinic Id, Distance from the Clinic, Appointment Age, Patient Class, Visit Type, Month, Age and Reference Type (Refer to Appendix 4.0 for 

the column contribution). 
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4.2.2 Per episode for Allied Health Professionals 

A similar decision tree model for allied health professionals was conducted with the Plan IND having three categories (Attended, Cancelled, 

No-show). A summary of the various cut-off rate is shown below. (Refer to Appendix 5.0 for the complete evaluation of decision tree model 

for allied health professionals) 

Summary of the various cut-off rate 

Cutoff (%) No-show Prediction (%) Model Prediction (%) 

10 100.00 17.74 

15 64.74 46.79 

16 42.62 67.47 

17 42.62 67.47 

18 42.62 67.47 

19 42.62 67.47 

20 42.62 67.47 

Table 7: Summary of the Various Cut-off Rate for Decision Tree Model (Allied Health Professionals) 

In this case, there is no optimal cut-off rate as the model would either go lower than 50% prediction for either no-show appointments or the 

patient appointment attendance. Under the decision tree model, the significant variables are Race, Visit Time, Age, Reference Type, Visit 

Type, Neighbour, Gender, Month and Appointment Age (Refer to Appendix 6.0 for the column contribution). 

4.3 COMPARISON OF LOGISTIC REGRESSION AND DECISION TREE MODELS 

4.3.1 Model comparison for doctors 

 

Figure 23: Model Comparison for Doctors 

 

In terms of misclassification rate, the logistic regression model has a misclassification rate of 17.33%, whereas the decision tree model has 

a misclassification rate of 17.56%. As the misclassification rate for logistic regression model is slightly lower than decision tree model, it can 

be concluded that the logistic regression model is able to predict the patient appointments slightly more correctly. 



23 

 

Table 8: Performance Metrics for Doctors’ Models (Based on Default JMP Pro Prediction Formula) 

In terms of the confusion matrix, logistic regression model has a slightly lower specificity rate of 99.94% as compared to the decision tree 

model at 100%. Specificity (True Negative / True Negative + False Positive) is the true negative rate. It answers the question, “If the model 

predicts a negative event, what is the probability that it really is negative?” In this case, the negative event refers to the patient attending his 

scheduled appointment. This shows that the decision tree model has a higher negative rate and thus, is able to predict the patient 

appointment attendances correctly. 

 On the other hand, logistic regression model has a higher sensitivity rate of 0.41% as compared to decision tree model at 0%. Sensitivity 

(True Positive / True Positive + False Negative) is the true positive rate. It answers the question, “If the model predicts a positive event, 

what is the probability that it really is positive?” In this case, the positive event refers to the no-show appointment. In other words, logistic 

regression model is better at predicting no-show appointments correctly than decision tree model. 

Comparing the ROC curve, the logistic regression model has an area of 0.6319 for no-show appointments, whereas the decision tree 

model has an area of 0.6317 under the curve. While both models have a low distinguishing ability in identifying no-show appointments, the 

logistic regression model performs slightly better. 

The significant factors, which were identified by both models, for no-show appointments were Race, Clinic Id, Patient Class, Month, 

Reference Type and Appointment Age. 

Therefore, we can conclude the logistic regression model would be a better overall fit for analysing no-show appointments under doctors if 

we based the models on the default JMP Pro prediction calculations. 

 

Table 9: Performance Metrics for Doctors’ Models (Based on Optimal Cut-off Rate) 

In terms of optimal cut-off rate, decision tree model fared slightly better than logistic regression model in terms of predicting the overall 

appointments’ attendance (lower misclassification rate of 38.16%) and predicting attended appointments (higher specificity rate at 63.02%) 

correctly. On the other hand, logistic regression fared better than decision tree model in predicting no-show appointments (higher sensitivity 

rate of 58.13%) correctly. 
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4.3.2 Model comparison for Allied Health Professionals 

 

Figure 24: Model Comparison for Allied Health Professionals 

In terms of misclassification rate, the logistic regression model has a higher misclassification rate of 22.76% as compared to the decision 

tree model at 22.54%. Thus, the decision tree model can slightly better predict patient appointments correctly. 

 

Table 10: Performance Metrics for Allied Health Professionals’ Models (Based on Default JMP Pro Prediction Formula) 

In terms of confusion matrix, the decision tree model has a lower specificity rate of 81.17% as compared to the logistic regression model at 

99.95%. Thus, the logistic regression can better predict patient appointments under allied health professionals correctly. Logistic regression 

model also has a higher sensitivity rate of 0.18% as compared to the decision tree model at 0%. Thus, the logistic regression has a higher 

true positive rate and can better predict no-show patient appointments correctly. 

Comparing the ROC curve, the logistic regression (0.6100) fared slightly better than the decision tree model (0.5912) in terms 

distinguishing ability in identifying no-show appointments. 

The significant factors, which were identified by both models, for no-show appointments were Race, Reference Type, Visit Type, Visit Time, 

Month, Neighbour and Appointment Age. 

Therefore, we can conclude the logistic regression model would be a better overall fit for analysing no-show appointments under allied 

health professionals due to its higher sensitivity rate based on default JMP Pro prediction calculations. 

 

Table 11: Performance Metrics for Allied Health Professionals’ Models (Based on Optimal Cut-off Rate) 
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In terms of optimal cut-off rate, decision tree model fared slightly better than logistic regression model in terms of predicting the overall 

appointments’ attendance (lower misclassification rate of 37.53%) and predicting attended appointments (higher specificity rate at 71.81%) 

correctly. On the other hand, logistic regression fared better than decision tree model in predicting no-show appointments (higher sensitivity 

rate of 44.62%) correctly. 

4.4 LEAST PARTIAL SQUARE REGRESSION MODEL (GROUPED DATA)  
In this analysis, we will study the data by grouping the records according to the 8,200 patients. Thus, a regression model will be developed 

to explain no-show appointments of patients based on the same independent variables used in the previous models. The aim is to evaluate 

the effect of a grouped analysis. 

Dummy variables (k-1) for each categorical variable are created for the regression model. The records are then grouped according to each 

patient before running the model. 

 

Figure 25: Fit Details for Grouped Data 

The R² and Adjusted R² of the model are 0.082628 and 0.071856 respectively. The value of R² tells us that the independent variables can 

account for 8.26% of the variation in the no-show patient appointments. This confirms that there is loss of information when records are 

grouped by patients. As a result, the grouped analysis is subjected to noise and bias that produce distortion. Therefore, it is incorrect to 

assume that the relationships existing at one level of the individual analysis will necessarily demonstrate the same strength at the level of 

the grouped analysis. For example, a patient may have attended only 6 out of his/her 8 appointments and the appointments have been 

scheduled on different days and at different times. The model is unable to specify or differentiate the day and time that the no-show 

appointments had occurred from the other appointments. 

 In this case, it may be more appropriate to consider using time series and smoothing methods for the grouped data by patient analysis. 

These methods forecast no-show events based on past events by using stochastic models (Adel et al, 2011).  

 

Figure 26: Analysis of Variance for Grouped Data 

The analysis of variance shows that the F-ratio is 7.6712 which is significant at p<0.0001. This result tells us that there is less than 0.01% 

chance that an F-ratio as observed will happen if the null hypothesis is true. Therefore, the regression model result is significantly better 

prediction of no-show patient appointments than if the mean value of no-show patient appointments is used. 

5.0 DISCUSSION 
Based on the default JMP Pro Prediction formula, the results have shown that  logistic regression model is a more suitable overall fit for 

analysing no-show appointments under doctors or allied health professionals as it has a higher sensitivity rate. It is important to note that 
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JMP Pro prediction formula assumes the probability of an event from categorical dependent variable occurring to be 0.5. In the context of 

no-show appointments, the probability of no-show appointments is much lower than 0.5. Thus, it is necessary to reformulate the prediction 

probability in order obtain a more realistic model prediction. 

While the models have shown significant predictor factors for no-show appointments, we believe that the current iteration of models can be 

strengthened further in terms of its explanatory and predictive ability. The analysis may benefit by using at least 5 years’ worth of data 

instead of just one year. The predictor variables used were the ones available to us in the given dataset and we have tried to derive other 

relevant variables to be included in the models. As seen in our literature review, there are other possible contributing factors to no-show 

appointments such as financial debt and the number of people in the household of the patient (Huang & Hanauer, 2014). This is very 

relevant to the project as the patients are below the age of 25 years old and thus it is very likely that an adult will be accompanying the 

patient. Thus, the information could be interesting to assess how the different members in a household play a part in the chances on a 

patient not showing up for his/her appointment. 

Another limitation was the inconsistent recording of the patient records by the frontline staff. The variable, Primary Diagnostic Condition 

would probably have been an interesting factor to study in relation to no-show appointments. However, it has a significant portion of 

missing data. Hospital X should consider standardizing certain recording procedures across different departments such as recording down 

the cancellation of appointments and the lead time between a cancelled appointment and the scheduled appointment. 

13.0 CONCLUSION 
We have identified factors that are related to no-show appointments and have shown that the performance of a model may vary according 

to appointments by doctors or by allied health professionals. The common predictor variables among the models are Race, Reference 

Type, Month and Appointment Age. Hospital X can make use of our analysis as a base to improving no-show appointments. To increase 

the value of the models, it needs to collect more relevant predictor variables as well as increasing the data size in future analysis. 

In addition, Hospital X may consider collecting data on the effectiveness of its current appointment reminder procedure. An example would 

be to run a simulation comparing the current appointment scheduling procedure versus new strategies. This could be done using Excel 

Macros (as utilised by Huang & Hanauer, 2014) to run a Monte Carlo simulation by following Muthuraman and Lawley’s (2008) method 

(implemented by Daggy et al., 2010) that takes as input costs of patient waiting, revenue per patient, etc. as input in simulating a clinic 

setting. From this, a scheduling algorithm integrated with the clinic’s administrative database can feasibly be designed, which can 

determine when and how to schedule each new appointment based on the patient’s no-show probability. While these were beyond the 

scope of our project to conduct, they are future approaches beyond modelling which Hospital X can consider. 
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APPENDICES 
Appendix 1.0 Relationship of Variables and PLAN IND 
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Appendix 2.0 Logistic regression (Per episode for doctors) Parameter estimates 
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Appendix 3.0 Logistic regression (Per episode for Allied Health Professionals) Evaluation 

 

Figure 27: Whole Model Test for Logistic Regression Model (Allied Health Professionals) 

Since the above results showed that 𝑝 value <.0.001, there is sufficient statistical evidence to reject the null hypothesis. The logistic model 

is useful to explain the odds of no-show patient appointments. In other words, the overall model is significant at the 0.001 level according to 

the Model chi-square statistic. 

 

Figure 28: Lack of Fit for Logistic Regression Model (Allied Health Professionals) 

The above figure shows that lack of fit chi-square is insignificant (Prob>Chisq = 1.0000) and supports the conclusion that there is little to be 

gained by introducing additional variables. 

 

Figure 29: LRT for Logistic Regression Model (Allied Health Professionals) 

In this case, not all predictors are significant. Nationality, Gender, Age, Clinic ID, Patient Class, Distance from Clinic are insignificant while 

the other variables have p-value<0.0001. The parameter estimates report gives more detailed information on which category is significant 

within each predictor variable (Refer to Appendix 3.0). 
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Figure 30: ROC Curve for Logistic Regression Model (Allied Health Professionals) 

Similar to the logistic regression for doctors, the ROC indicates low distinguish ability (not a very good model yet the model can be used). 

 

Figure 31: Confusion Matrix for Logistic Regression Model (Allied Health Professionals) 

True Negative (Actual 0, Predict 0) False Positive (Actual 0, Predict 2) 

20,822 10 

False Negative (Actual 2 & 1, Predict 0) True Positive (Actual 2, Predict 2) 

6,128 11 

Table 12: Contingency Table for Logistic Regression Model (Allied Health Professionals) 

The misclassification rate for the logistic regression model (allied health professionals) is 22.76%. Therefore, the model predicts 77.24% of 

the patient appointments attendance correctly. However, the model is only able to predict 0.23% of the no-show appointments. Like the 

logistic regression for doctors, we need to impute a new cut-off rate to gauge the probability of no-show appointments better. 
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Figure 32: Contingency Table (15%) for Logistic Regression Model (Allied Health Professionals) 

True Negative (Actual 0, Predict 0) False Positive (Actual 0, Predict 2) 

8,696 12,136 

False Negative (Actual 2 & 1, Predict 0) True Positive (Actual 2, Predict 2) 

2,661 3,478 

Table 13: Contingency Table (15%) for Logistic Regression Model (Allied Health Professionals) 

The misclassification rate for 15% cut-off rate is 54.86%. Therefore, the model predicts 45.14% of the patient appointments attendance 

correctly. Based on true positives, the model is now able to predict 72.10% of the no-show patient appointments attendance correctly. In 

order to decide on the optimal cut-off rate, we repeated the computation of true positives for cut-off rate of 10%, 16%, 17%, 18%, 19%, 

20%. 
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Appendix 4.0 Decision Tree Model (Per episode for Doctors) Column Contribution 

 

Figure 33: Column Contribution (Doctors) 

Appendix 5.0 Decision Tree Model (Per episode for Allied Health Professionals) Evaluation 

 

 

Figure 34: ROC Curve for Decision Tree Model (Allied Health Professionals) 

The ROC curve for the decision tree model indicates a low distinguish ability (not a very good model yet the model can be used) in 

identifying no-show appointments from the model. The decision tree model for psychologists has a lower distinguishing power than that of 

the logistic regression model for psychologists. 



41 

 

Figure 35: Fit Details & Confusion Matrix for Decision Tree Model (Allied Health Professionals) 

The misclassification rate for the decision tree is 22.54%. Therefore, the model predicts 77.46% of the patient appointments attendance 

correctly. Based on the true positives, the decision tree model predicts 0% of the no-show appointments. Thus, we need to impute a new 

cut-off rate to gauge the probability of no-show appointments better. 

 

Figure 36: Contingency Table (15%) for Decision Tree Model (Allied Health Professionals) 

True Negative (Actual 0, Predict 0) False Positive (Actual 0, Predict 2) 

9,719 11,408 

False Negative (Actual 2 & 1, Predict 0) True Positive (Actual 2, Predict 2) 

3,328 3,174 

Table 14: Contingency Table (15%) for Decision Tree Model (Allied Health Professionals) 

The misclassification rate for 15% cut-off rate is 53.21%. Therefore, the model predicts 46.79% of the patient appointments attendance 

correctly. Based on true positives, the model is now able to predict 64.74% of the no-show patient appointments attendance correctly. In 

order to decide on the optimal cut-off rate, we repeated the computation of true positives for cut-off rate of 10%, 16%, 17%, 18%, 19%, 

20%. 
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Appendix 6.0 Decision Tree Model (Per episode for Allied Health Professionals) Column Contribution 

 
Figure 33: Column Contribution (Allied Health Professionals) 

 


